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ABSTRACT

Hardware-software co-design techniques are very suitable to develop the next generation of sensornet applications, which have high computational demands. By making use of a low-power FPGA, the peak computational performance of a sensor node can be improved without significant degradation of the standby power dissipation. In this contribution, we present a methodology and tool to enable hardware/software codesign for sensor node application development. We present the integration of nesC, a sensornet programming language, with GEZEL, an easy-to-use hardware description language. We describe the hardware/software interface at different levels of abstraction: at the level of the design language, at the level of the co-simulator, and in the hardware implementation. We use a layered, uniform approach that is particularly suited to deal with the heterogeneous interfaces typically found on small embedded processors. We illustrate the strengths of our approach by means of a prototype application: the integration of a hardware-accelerated crypto-application in a nesC application.

1. INTRODUCTION

Sensor nodes, the building blocks of sensornets, consist of wireless embedded platforms fitted with sensors. The flexible part of a sensor node application is typically executed as software on a small embedded microcontroller unit (MCU). During execution, the sensor node software has to juggle a combination of sensor readings, data-packet transmissions, and other concurrency-intensive operations. To help the development of sensor node software, systematic support in the form of tiny, lightweight operating system was developed over a decade ago [1]. Such resource control software remains very popular to this day to support concurrency and, more recently, post-deployment re-programming [2, 3].

Most of the time, of course, a sensor node does nothing and is in sleep mode to conserve battery energy. When it wakes up, it completes its job as quickly as possible, and goes back to sleep. The time required to complete a job is limited by the peak performance that can be delivered by the sensor node components. This applies to computational limits of the embedded processor, as well as to communication-bandwidth limits between peripheral components and the processor.

Our research is motivated by the observation that, under similar resource constraints, parallel implementations in hardware deliver better peak performance than sequential implementations on a small micro-processor [4]. Thus, by adding a Field Programmable Gate Array (FPGA) to the sensor node, and by re-mapping part of the sensor node application onto the FPGA, the sensor node application has a higher peak computational performance.

A good example of the increased computational needs in future sensornet applications may be found in healthcare [5]. Sensor nodes can continuously monitor vital metrics such as blood pressure level, glucose level, heart rate, and so on. This data can be logged or transmitted, but it obviously represents a privacy issue that may call for encryption. Furthermore, a healthcare sensor may need authentication to support the security policy of their environment. All of this results in strong cryptographic requirements, which in turn imply higher computational needs [6].

A possible downside of adding FPGAs to a sensor node is that the resulting node has more resources, all of which increase latent energy consumption. Thus, the sensor node may become less efficient at doing nothing. We believe that this issue is less critical then it appears to be. Recent generations of flash-based FPGA have dedicated support for ultralow-power standby operation. For example, an Actel IGLOO AGL250 FPGA (250K system gates) has a standby current of 24 µA; a standard alkaline type AAA battery has sufficient energy to power the FPGA in standby for 6.7 years. Thus, although FPGAs may not be suitable for all types of sensornet applications, we believe they are an appropriate choice for those applications whose peak computational load is beyond the capabilities of current MCU-based sensor nodes.

Unfortunately, the current generation of sensor node development environments, such as TinyOS [1] or Contiki [2] do not support multiple programmable components. These
environments support sensor nodes that have a single, central MCU. The sensor application is expressed with a limited form of concurrency, and the hardware abstraction layer is oriented towards fixed components with limited configuration capabilities, such as timers, A/D converters and UARTs.

To implement our vision of an FPGA-enabled sensor node, we need to expand the capabilities of current sensor node design environments. In this paper, we focus on the lack of design support for hardware/software interfaces. This is the first step towards an approach that integrates hardware/software co-design into the sensor node application design flow.

Our solution integrates nesC, a well-known programming language for sensor node application development [7], with GEZEL, a cycle-based hardware description language [8]. We demonstrate a layered interface between application software and application hardware. It captures the interaction between parallel entities in hardware and software using send and receive operations. Our communication protocol provides a systematic refinement of communications in MCU software or FPGA hardware, onto typical inter-chip communication interfaces such as SPI and UART. Hence, the sensor node developer can use convenient high-level semantics to express hardware/software communications.

We demonstrate the effect of migrating the compute-intensive encryption part of a sensor node application in nesC into a parallel hardware implementation in GEZEL. Furthermore, we also demonstrate a prototype implementation that combines a micro-controller board and an FPGA board.

The remainder of this paper is structured as follows. In the next section, we discuss background material: a brief review of nesC and GEZEL, and a discussion of related work in the area of hardware abstraction for sensor node applications. Section III presents a layered interface model for the connection of sensor node applications in nesC to sensor node hardware modules in GEZEL. Section IV describes our proof-of-concept implementation with an example, while Section V concludes the paper.

2. BACKGROUND

In this section, we provide a brief description of the language constructs used in our co-design environment for developing sensor node applications. We further discuss the design flow that includes co-simulation, as well as refinement onto sensor node hardware. The integration of the GEZEL kernel with an instruction-set simulator will be the starting point of our layered hardware/software interface, presented in the next section.

2.1. NesC

NesC is a C-like programming language which reflects TinyOS’s event-based concurrency model [7]. A nesC application is composed of components which are tied together using bi-directional interfaces. The design of a component requires a specification, which enlists the interfaces it provides and uses, as well as an implementation, which incorporates the logic tied to those interfaces.

NesC distinguishes a command from an event. A command is a synchronous invocation (call) of one component’s interface by another component. An event is an asynchronous call-back (signal) from one component to the other. The event interface is used to implement a split-phase mechanism when interacting with slow components. In a split-phase approach, commands are used to initiate an operation (e.g. send one byte through a UART), and events are used to mark their completion (e.g. the UART peripheral indicates completion).

2.2. GEZEL

GEZEL is a hardware description language that captures hardware behavior at the cycle-accurate level, using FSMD (Finite State Machine with Datapath) semantics [8]. GEZEL provides an extensible simulation kernel that simulates the descriptions, as well as a code generator to convert GEZEL descriptions into synthesizable VHDL.

The extensibility of GEZEL makes it particularly suited for our application. The GEZEL kernel has a mechanism to include foreign simulation engines, such as instruction-set simulators. At the language-level, a foreign simulator is captured using an ipblock construct, a black-box module with a pre-defined behavior. When simulating a black-box module, the GEZEL kernel invokes the foreign simulator. The co-simulation proceeds in lock-step and ensures that the hardware-software co-simulation remains causal.

For our application, we have integrated the SimulAVR simulator, an open-source, cycle-accurate simulator for the Atmel series of AVR processors. GEZEL instantiates an AVR core as an ipblock. The core module only specifies the type
The overall simulation environment, called SUNSHINE, integrates GEZEL, SimulAVR, and TOSSIM (a sensor network simulator) [9]. In this contribution, however, we focus on the GEZEL-SimulAVR interface and do not consider TOSSIM further. Our target system architecture combines an FPGA and an AVR MCU. The FPGA-AVR interconnect is configurable and can use different interfaces of the AVR (SPI, UART, I²C).

An application for this architecture is created as a combination of a software program in nesC with a platform description in GEZEL. The nesC program is compiled for AVR using the ncc compiler. The system simulator parses the GEZEL description, instantiates an AVR instruction-set simulator, and loads the nesC binary. A cycle-accurate simulation then enables the designer to predict the performance of the resulting system. When the application development is complete, the GEZEL code can be converted into VHDL and synthesized for the FPGA. The resulting bitstream, as well as the nesC binary, can then be downloaded onto an actual sensor node prototype.

The SUNSHINE simulation environment along with the work presented in this paper is available for download at [10].

In the next section, we focus on the design and implementation of a structured communication channel between the MCU software and the FPGA hardware.

3. COMMUNICATION INTERFACE
ARCHITECTURE

In this section, we first describe the challenges in building an efficient hardware-software interface for a constrained, microcontroller-oriented environment. We decompose the transmission of a message (an arbitrary-length data packet) between software and hardware into three abstraction layers. We then present the implementation of each layer in software as well as hardware.

3.1. Challenges

Our objective is to use the FPGA to accelerate compute-intensive tasks. Such a task, mapped in hardware, will be called an Accelerating Computation Unit (ACU). The ACU assists the MCU at completing the overall system activity in a shorter time.

MCUs offer many different interfaces which have a wide range of capabilities. Besides general purpose input/output pins (GPIO), this includes for example UART (up to 250 Kbps), I²C (400 Kbps), SPI (1 Mbps), as well as more advanced interfaces including CAN (250 Kbps), Ethernet (10 Mbps), and/or USB (1.5 Mbps). Serial interfaces are most common because they reduce the pin-count of the MCU package. A complete sensornode architecture can be integrated using these interfaces: all chips of a sensornode board (RAMs, ROMs, radio, sensors) are interconnected through a heterogeneous collection of MCU interfaces.

Within this environment, we need to integrate an ACU in such a way as to provide the most flexible platform for the application developer. A first challenge is the heterogeneity of interfaces, which may hamper the portability of applications written for the ACU. Indeed, each time a different hardware interface is selected, the ACU application must be potentially rewritten. A second challenge is that serial hardware interfaces are too low-level, and represent a design-productivity issue when integrating hardware and software.

These two challenges led us to the layered communication architecture, which is described next.

3.2. Layered Channel Model

The objective of our layered communication interface is to simplify the development of applications, for the hardware as well as for the software. Ideally, we aim to unify all possible communication schemes between an MCU and an ACU into a single higher level abstraction, called a Channel. We will first explain two interface design decisions before introducing the Channel abstraction.

The first design decision is to configure ACU and MCU as Slave and Master devices, respectively across the Channel.
This implies that communication primitives, regardless of their direction (send/receive), are always initiated by the MCU. When the ACU needs to return a result to the MCU, it will remain idle until instructed by the MCU to return the result.

The second design decision is to use a synchronous model of communication for the Channel. This means that communication activities are executed in-line with other computational tasks. Considering the accelerated-computing model, hardware-software communication in polled mode makes more sense than an asynchronous interrupt-driven mode. First, the interrupt-driven model suffers from the overhead of frequent context switching. Next, hardware interrupts are a scarce resource on an MCU, and we choose to reserve them for truly asynchronous events such as messages received from the radio and sensor readings. Finally, for many applications, the computation time of the ACU is known, or it can be accurately measured using our co-simulator. Therefore, the MCU can select an optimal polling rate, and at the same time still benefit from sleep mode while the ACU is performing long computations.

Figure 2 illustrates the Channel abstraction between MCU and ACU. The layered abstraction ensures that the messages are correctly delivered at the other side for use, irrespective of the interface being used. Each abstraction layer of the Channel is implemented inside the MCU as well as in the ACU. The topmost layer is independent of the communication interface used to connect MCU and ACU. The top layer offers simple send and receive primitives that support transmission of variable-length messages.

As we move towards the bottom of the layered interface, the intricacies of the underlying communication peripheral become increasingly visible. The lowest layer of the Channel corresponds to the physical wiring between the MCU and ACU.

In this perspective, our communication stack is not limited to the interconnection of hardware and software; the ACU may as well be another MCU connected as a slave device. In the next subsections, we briefly summarize the objective of each layer. After that, we describe their implementation in software (nesC) as well as in hardware (GEZEL).

### 3.2.1. Communication interface-independent layer (CIL)

The CIL provides interface-independent functionality to send and receive messages to the main application code; hence it is also known as the message layer. The application code on the MCU and ACU will remain the same regardless of the underlying implementation of the Channel. This greatly simplifies application design.

The main function of this layer is to perform message segmentation in the send direction and message aggregation in the receive direction. Messages sent by the application code are split into equal-length packets, before being forwarded to the next lower layer. Similarly, the packets received from the middle layer are aggregated into complete meaningful messages which can be used by the application code above.

### 3.2.2. Communication adaptation layer (CAL)

CAL is also called packet-level synchronization and multiplexing layer. It has two functions.

The first function is to provide logical synchronization. The MCU and ACU operate in parallel and are asynchronous with respect to each other. Hence, this layer synchronizes the MCU and ACU at the packet level, so that correctness of the flow of data is maintained.

The transfer of arbitrarily sized messages is unpredictable and prone to dropped bytes. This can potentially lead to a deadlock. Hence, we designed CAL to handle fixed length packets along with a handshake mechanism. Before any packet transfer, the MCU sends a request byte to the ACU. The request indicates the intended direction of communication. The ACU sends back a response byte indicating whether it can be completed. After the handshake, the entire packet transfer is done in burst. This in-band approach to handshaking comes at the cost of two extra byte transfers per packet. The alternative is to perform out-of-band handshaking using dedicated GPIO pins on the MCU. This would lessen the delay overhead, but it increases the signaling complexity and consumes a precious MCU resource. Our solution finds motivation from simplicity of implementation and minimal GPIO resource usage.

The second function is to distinguish between upstream and downstream data. Some, though not all, serial interfaces for MCUs can only operate in a bi-directional mode: for each bit sent, another bit is received. Since the upstream and downstream communications can be logically independent, additional de-multiplexing must be provided.
3.2.3. Communication presentation/peripheral layer (CPL)

CPL forms the lowest byte layer in our abstraction, positioned right above the communication hardware peripheral. This abstraction ‘presents’ the hardware and provides easy to use functionality to access the hardware via a byte interface. The communication peripheral does the task of converting data stream from the physical layer to byte-stream onto the byte interface and vice versa. In case this interface would be absent, then the CPL layer offers the possibility to emulate this functionality.

3.3. NesC layers

NesC implements the hardware abstraction model of TinyOS, after which our layering is closely modeled [11]. NesC distinguishes three layers of hardware abstraction: a hardware-independent layer (HIL), a hardware-abstraction layer (HAL), and a hardware-presentation layer (HPL). The main goal of these layers is to expose the functionality of a fixed hardware which is independent of the sensor node platform. Our implementation however is aimed at providing a method to communicate with an external, re-configurable ACU and an interface-independent way of accessing it.

It is straightforward to express the layers of out communication abstraction for each interface in NesC. However, we found that the highest layer, HIL, still exposes information about the kind of communication peripheral used. In order to turn HIL interfaces into a completely generic CIL, we wrap the HIL implementation of the communication peripherals with a new component called ChannelC.

The ChannelC component provides an interface to the main application called MessageStream as shown in Listing 2. The main application uses this interface for message transfers. ChannelC component simply passes messages between the internal HIL and the MessageStream.

The only purpose of ChannelC is to isolate the main application from the device-oriented HIL semantics. Applications thus developed will not only be platform-independent, but also, the actual hardware peripheral used for communication will be transparent leading to a truly generic message-passing scheme.

3.4. GEZEL layers

The application part mapped onto the ACU has a similar layered interface. Figure 3 represents the interfaces provided to the GEZEL application.

The uppermost CIL layer is the only layer that stores data. It uses a FIFO in each of the transmit and receive directions to hold one packet. The application hardware in the ACU will access these FIFO’s through a streaming interface, shown on the left side of Figure 3. The FIFO’s need to be able to hold at least one packet, but they may be over-dimensioned depending on the application.

module ChannelM {
    provides interface MessageStream;
    uses interface MessageStream as ChannelStream;
    ...
}

configuration ChannelC {
    provides interface MessageStream;
    implementation {
        components ChannelM, HiUartC as UART; // UART’s HIL component
        MessageStream = ChannelM.MessageStream;
        UART.MessageStream -> ChannelM.ChannelStream;
        ...
    }

    interface MessageStream {
        command result_t send(uint8_t *msg, uint16_t length);
        event void sendDone(uint8_t *msg, uint16_t length, error_t error);
        command result_t receive(uint8_t *msg, uint16_t length);
        event void receiveDone(uint8_t *msg, uint16_t length, error_t error);
    }

Listing 2. CIL interfaces to the main application

![Fig. 3. Layers in hardware as GEZEL modules and their interfacing](image)

The CAL layer in hardware inherits the same streaming interface as the CIL layer. CAL maintains synchronization with the help of a finite state machine (FSM) and a byte counter. The FSM intercepts the request byte from the MCU. In response, it sends back a response byte by checking the FIFO signals as shown (symbolically) in Figure 4. Based on the request, the upstream, downstream or both are enabled. The byte counter tracks the correct number of bytes per packet. As soon as the set packet size is reached, the CAL resets to the idle state.

The reconfigurable nature of FPGA obviates the need for simple dedicated hardware such as communication interfaces. Hence, in hardware, we implement an RTL description of the communication peripheral itself in the CPL layer. It converts the raw data stream on the physical layer into a byte stream for the CAL layer and vice versa. A standard set of streaming interfaces connects CPL with CAL as shown in Figure 3.
All abstraction layers in hardware (FPGA) are instantiated in the GEZEL application using the ipblock mechanism. This allows a user to quickly assemble the required communication stack in between a user-defined hardware application and a microprocessor interface (SPI, UART, I2C).

In the next section, we will illustrate the layered mechanism by means of a prototype application.

4. PROTOTYPE AND RESULTS

In this section, we present a prototype application which performs 128-bit AES encryption. We first show how it is co-designed in nesC and GEZEL using our layered communication architecture. Then, we implement it on our prototype sensor board which connects an MCU with an FPGA.

The MCU and the FPGA are connected using an SPI interface. The AES encryption algorithm is mapped entirely in hardware. The nesC code on the MCU prepares 16 bytes of text and 16 bytes of key. Using the MessageStream.send command, the text and the key are transferred. The text and the key packets travel through the layers finally filling up the rxFIFO within CIL in the FPGA. The AES coprocessor is connected to the send and receive interfaces of CIL. It reads out the text and the key from rxFIFO, performs encryption and fills the txFIFO with the encryption result. The MCU requests for the result by calling MessageStream.receive command. The txFIFO is read out and the encrypted text flows from the CIL in the FPGA through the layers reaching the application code on the MCU.

Table 1 provides performance numbers for the AES encryption task in comparison to a reference software implementation, obtained from the simulation stage. Despite the serial communication overhead, we observe that the AES encryption algorithm as a task ported in hardware performs 3.3 times faster than software.

After simulation, we map the application in our prototype platform. Our prototype platform consists of a BD Micro board with AVR ATMega128 MCU and a Spartan-3E FPGA board. We use the same nesC binary used in our previous simulation step to configure the AVR MCU. The VHDL generated from the GEZEL code is synthesized into a bitstream using Xilinx ISE tool.

5. CONCLUSIONS

We presented a three layered abstraction model to integrate hardware and software on constrained sensor node platforms. In contrast with the existing environments we support a flexible sensor node topology thanks to the use of hardware description. We are currently extending our communication library to support other MCU interfaces and we plan to develop a sensor node board for our design environment which will pair an MCU with a low-power FPGA. Our future work will focus on performing an accurate assessment of energy savings on our sensor board.
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